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•  First	
  climate	
  model	
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  mo(va(on	
  
•  FANGIO	
  –	
  the	
  move	
  from	
  single	
  model	
  analysis	
  to	
  
comparing	
  model	
  results	
  –	
  the	
  beginning	
  of	
  cloud	
  
feedback	
  

•  AMIP	
  I	
  –	
  atmosphere	
  only	
  models	
  
•  AMIP	
  II	
  –	
  yet	
  more	
  atmospheric	
  models	
  
•  CMIP	
  –	
  the	
  beginning	
  of	
  coupled	
  models 	
  	
  
•  CMIP3	
  –	
  model	
  intercomparison	
  goes	
  big	
  (me	
  
– Nobel	
  Prize	
  

•  CMIP5	
  –	
  is	
  more	
  be?er?	
  



1)	
  Establish	
  a	
  na(onal	
  clima(c	
  research	
  
program	
  with	
  interna(onal	
  coordina(on;	
  
2)	
  Establish	
  a	
  clima(c	
  data	
  analysis	
  program,	
  
to	
  study	
  the	
  impact	
  of	
  climate	
  change	
  on	
  
food,	
  water,	
  and	
  energy	
  supplies;	
  
3)	
  Develop	
  a	
  clima(c	
  index	
  monitoring	
  
program	
  .	
  .	
  .	
  a	
  na(onal	
  watchdog	
  for	
  climate	
  
change;	
  
4)	
  Establish	
  a	
  clima(c	
  modeling	
  and	
  
applica(ons	
  program	
  (CMAP),	
  and	
  explore	
  
possible	
  future	
  climates	
  using	
  coupled	
  
general	
  circula(on	
  models	
  (GCMS);	
  
5)	
  Adopt	
  and	
  further	
  develop	
  an	
  
interna(onal	
  clima(c	
  research	
  program	
  
(ICRP);	
  and	
  
6)	
  Develop	
  an	
  interna(onal	
  paleoclima(c	
  
data	
  network	
  for	
  the	
  reconstruc(on	
  of	
  past	
  
climates.	
  This is probably the first climate 

planning document and 
Larry Gates co-chaired it! 

Courtesy	
  of	
  Warren	
  Washington	
  

1975	
  



1978	
  	
  
•  Global	
  Atmospheric	
  Research	
  Program	
  
mee(ng	
  on	
  model	
  “intercomparison”	
  

•  W.	
  Lawrence	
  (Larry)	
  Gates	
  helped	
  organized	
  
–  Insisted	
  on	
  similar	
  formats	
  and	
  plots	
  
– Was	
  a	
  “beauty”	
  contest	
  
– Suki	
  Manabe	
  of	
  GFDL	
  won	
  the	
  prize	
  

The	
  goal:	
  to	
  make	
  the	
  
plots	
  look	
  alike	
  as	
  
much	
  as	
  possible	
  

“North	
  on	
  the	
  leb”	
  
for	
  zonal	
  plots	
  	
  



Beginning	
  of	
  an	
  organized	
  climate	
  
model	
  intercomparison	
  

•  Robert	
  D.	
  (Bob)	
  Cess	
  (re(red	
  Leading	
  
Professor	
  at	
  SUNY	
  Stony	
  Brook)	
  
– Radia(ve	
  transport	
  –	
  classic	
  text	
  on	
  
radia(ve	
  heat	
  transfer	
  –	
  decided	
  to	
  look	
  
at	
  earth’s	
  atmosphere	
  
•  Also	
  was	
  considered	
  a	
  leader	
  in	
  planetary	
  
atmospheres	
  

Met	
  at	
  a	
  mee(ng	
  in	
  Dushanbe	
  	
  
	
  how	
  to	
  be?er	
  understand	
  the	
  processes	
  

important	
  to	
  model	
  sensi(vity	
  
	
  ~1982	
  –	
  Bob	
  formulated	
  a	
  strategy	
  

	
  



Cess	
  and	
  Po?er	
  paper	
  (AKA	
  the	
  “Cess	
  
Experiment”)	
  

•  Actually	
  Bob’s	
  work	
  ..	
  I	
  did	
  the	
  calcula(ons	
  
and	
  helped	
  with	
  the	
  ideas	
  
– Simple	
  experiment	
  –	
  s(ll	
  in	
  use	
  today	
  	
  

This	
  study	
  started	
  with	
  
understanding	
  why	
  the	
  models	
  
displayed	
  such	
  different	
  
results.	
  
1)Different	
  sensi(vi(es?	
  
2)	
  Response	
  to	
  a	
  direct	
  surface-­‐
temperature	
  radia(ve	
  forcing?	
  
3)Different	
  feedback	
  
processes?	
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TABLE 1. Changes in Global Mean Surface Air Temperature 
Due to Doubling Atmospheric CO2, as Predicted by Five GCMs 

Model Source AT,, øC 

UKMO GCM 
GISS GCM 
GFDL GCM 
NCAR CCM 

OSU GCM 

[Wilson and Mitchell, 1987] 5.2 
[Hansen et al., 1984] 4.2 
[Wetherald and Manabe, 1986] 4.0 
(Washington and Meehl, private 4.0* 

communication, 1987) 
(Schlesinger and Zhao, private 2.8 

communication, 1987) 

UKMO, United Kingdom Meterological Office; GISS, Goddard 
Institute for Space Studies, GFDL, Geophysical Fluid Dynamics 
Laboratory; NCAR CCM, National Center for Atmospheric Re- 
search Community Climate Model; OSU, Oregon State University. 

*This is an updated revision of the 3.5 C value given by Wash- 
ington and Meehl [1984]. 

distinct differences between the models. For example, the 
NCAR CCM and the GFDL GCM do not contain a diurnal 
cycle; the GISS and UKMO GCMS employ fixed (but 
different) horizontal ocean transport, while the other models 
do not. 

The range of AT s values, as summarized in Table 1, is 
significant, and it is tempting to attribute these differences to 
differing climate sensitivities within the individual models; 
i.e., the physically different climate feedback processes. 
This, however, is but one of the three broad categories to 
which such differences can be ascribed: 

1. As illustrated by Spelman and Manabe [1984], dif- 
ferent control climates can produce significantly different 
climate sensitivities, even though the climate feedback pro- 
cesses are produced by comparable parameterizations. 

2. Since a 2x CO2 climate change may, as indicated later, 
be interpreted as a response to a direct surface-troposphere 
radiative forcing, then model differences in this direct CO2 
forcing would produce corresponding differences in climatic 
response. 

3. Physically different climate feedback processes will 
result in different climate sensitivities. This, of course, is the 
key ingredient within a model intercomparison. But before 
climate feedback processes can be compared, influences due 
to items 1 and 2 must first be removed. 

In the following, we will elaborate upon each of these 
three points. For purposes of simplicity, we consider here 
only changes in global mean climate. However, as shown by 
Schlesinger and Mitchell [ 1985], even if two models (such as 
the GISS and GFDL GCMs) produce comparable changes in 
global-mean climate, there nevertheless can be substantial 
differences in the geographical distribution of the predicted 
climatic change. 

Before proceeding, it will be useful to review briefly a 
convenient conceptual interpretation of how a climate model 
responds to an increase in atmospheric CO2. For this pur- 
pose, let G denote the global-mean initial radiative forcing of 
the surface-troposphere system due to the CO2 increase. 
Computationally, this is evaluated by running a model 
through a single time step in order to isolate the CO2-induced 
radiative impact upon the surface-troposphere system, while 
holding all other climate parameters fixed at their control- 
climate values. 

Letting F and Q denote the next upward infrared and net 
downward solar radiative fluxes at the model's tropopause, 
respectively, then, on a global-annual average, the surface- 

troposphere energy balance is F = Q. It then follows that the 
CO2-induced climatic response, AT,, is 

AT,. = AG (1) 

where 3• is the climate sensitivity parameter given by 

1 
^ = (2) dF/drs- dQ/drs 

It is this quantity that incorporates climate feedback mech- 
anisms [e.g., Cess, 1976]. If 3• is essentially independent of 
the type of forcing (e.g., a change in solar constant, an 
increase in atmospheric CO2, or incorporation of natural 
tropospheric aerosols), then, as suggested by Manabe and 
Wetheraid [1980], the surface-troposphere system responds 
as a single thermodynamic system because of radiative and 
convective coupling of the surface and troposphere [e.g., 
Potter and Cess, 1984; Cess et al., 1985; Potter et al., 1987; 
Cess and Potter, 1987]. This, of course, is the assumption 
inherent within (1) and (2), since G denotes the forcing of the 
coupled system. 

Within this conceptual framework, we now proceed with a 
discussion of the three categories which produce the dif- 
ferent AT,. results in Table 1. 

Dependence Upon Control Climate 
Spelman and Manabe [1984] have shown that for a spe- 

cific GCM the model's climatic response to increased atmo- 
spheric CO2 is strongly dependent upon the model's global- 
mean control climate, with colder control climates producing 
greater climate sensitivity. Subsequently, Washington and 
Meehl [1986] reached the same conclusion, based on simu- 
lations with the NCAR CCM. Historically, however, this 
conclusion goes back to the + 2, -2, and -4% solar constant 
change simulations of Wetheraid and Manabe [1975], from 
which it was found that a percentage reduction in solar 
constant produced a greater climatic change than did a 
comparable percentage increase; i.e., d,•/dT, < O. 

The physical reasons for this were in turn elucidated by 
Ramanathan [1977]. While part of this dA/dT s < 0 effect 
could be attributed to an increase in snow/ice albedo feed- 
back as the climate cooled (i.e., increasing dQ/dT s with 
decreasing T•,), a very significant contribution involved an 
infrared cloud top feedback. This cloud top feedback was 
caused by latitudinally dependent lapse rate changes, and it 
resulted in dF/dT s increasing with increasing T s. This impor- 
tant point here is that the model's clouds, which were fixed 
clouds in the Wetherald-Manabe simulations, produced 
much of the dependence of 3• upon T s. 

To appraise crudely whether this d,•/dT,. < 0 effect might 
explain part of the differences shown in Table 1, we have 
plotted AT, as a function of global-annual surface air tem- 
perature for the five GCM simulations. This is shown in 
Figure 1, where the solid line represents a linear fit to the five 
models. In view of prior discussion, it would seem that this 
regression line would be the most meaningful "average" 
against which to compare model differences. In this context 
it appears that much of the intermodel differences in Table 1 
can be attributed to differences in the models' control 
climates. 

But before proceeding, it is necessary to append several 
caveats to this conclusion. For example, as previously 
emphasized, the GISS and GFDL GCMs produce quite 
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Many	
  of	
  the	
  differences	
  in	
  the	
  models	
  
were	
  due	
  to	
  different	
  control	
  climates	
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13 14 15 
SURFACE AIR TEMPERATURE (C) 

Fig. 1. Global warming, as induced by 2xC02, plotted against 
global-mean surface air temperature for the five GCM simulations 
summarized in Table 1. 

pendence of G upon CO2 concentration in turn gives G = 8 
W m -2 for the 4xCO2 results of Spelman and Manabe 
[1984]. Recalling that cloud top feedback, at least within the 
Wetheraid and Manabe [1975] simulations [Ramanathan, 
1977], is responsible for much of the dMdTs < 0 effect, then 
Table 2 suggests that computed clouds might possibly en- 
hance this. 

In concluding this subsection, we note that differences in 
model control climates might produce much of the inter- 
model differences in global warming due to increasing atmo- 
spheric CO2, at least with respect to the five GCMs that we 
have considered. Since all of these models employ mixed- 
layer oceans, an attractive means of eliminating much of this 
effect would be to utilize the GISS control-climate procedure 
[Hansen et al., 1984], which effectively forces the sea 
surface temperatures within the control climate to be close 
to climatological values. In brief, their control climate is 
obtained by employing climatologically prescribed sea sur- 
face temperatures and then interpreting the corresponding 
heat flux divergence at each ocean grid point as horizontal 
ocean transport. Specific details of this procedure are given 
by Russell et al. [1985]. 

different geographical distributions of climatic change 
[Schlesinger and Mitchell, 1985], despite the close agree- 
ment in their global-mean changes. Moreover, Spelman and 
Manabe [1984] have shown that incorporating horizontal 
ocean transport within the GFDL sector GCM increases the 
model's global-mean surface air temperature by several 
degrees. But with reference to Figure 1, the two coldest 
models (UKMO and GISS GCMs) are the models that 
incorporate horizontal heat transport. Thus in some respects 
the results shown in Figure I provide more questions than 
answers. 

To emphasize further that a variety of climate models 
produce dMdT,. < 0, we summarize within Table 2 
values as estimated from a number of sources. The Wether- 
ald and Manabe [1975] value was determined from their 
+2%, -2% and -4% solar constant changes but was re- 
phrased as a progression of +2% changes. The same proce- 
dure was applied to the ___2% solar constant change simula- 
tions of Potter and Cess [1984], who employed the two- 
dimensional Livermore statistical-dynamical climate model. 
The next three values in Table 2 refer to increased CO2 
simulations, for which dX/dT, was estimated from 

dA 1 d(ATs) 
dTs G dTs 

For the 2xCO2 simulations ([Washington and Meehl, 1986], 
and the GCM regression) we chose G = 4 W m -2 
[Ramanathan et al., 1979], while the near-logarithmic de- 

TABLE 2. Summary of Estimates of the Dependence of Climate 
Sensitivity Upon Control Climate 

Source dA/dT, Clouds 

Wetheraid and Manabe [ 1975] 
Potter and Cess [1984] 
Spelman and Manabe [1984] 
Washington and Meehl [ 1986] 
Regression of five GCMS 

-0.06 fixed 
-0.10 fixed 
-0.10 fixed 
-0.05 fixed 
-0.28 computed 

The units of dX/dT, are m 2 W • 

Initial CO 2 Forcing 
We next turn to the problem of differences in initial CO2 

radiative forcing between models. There are three potential 
ways in which such differences can occur. The first refers to 
differences in the model's CO2 radiation codes, an issue that 
is being addressed under the Intercomparison of Radiation 
Codes in Climate Models program [Luther and Fouquart, 
1984]. Second, CO2 radiative forcing is dependent upon 
overlap of the CO2 absorption bands by water vapor absorp- 
tion features, such that a given model's initial forcing will be 
dependent upon the model's prediction of atmospheric water 
vapor content. Third, CO2 forcing differs considerably be- 
tween clear and overcast regions [Ramanathan et al., 1979], 
and hence it will be dependent upon a given model's predic- 
tion of clouds. 

As stated earlier, CO2 forcing is evaluated by running a 
climate model through a single time step. For simple climate 
models, and even for annual-average GCMs, this is a rela- 
tively straightforward procedure. But such an approach 
becomes prohibitive when dealing with GCMs that contain 
both seasonal and diurnal cycles. An alternative procedure 
would be to perform a second radiation computation during 
the control-climate (1 x CO2) averaging period. This second 
computation would be for increased CO2 and would serve 
the sole purpose of evaluating the CO2 radiative forcing. 

Climate Feedback Processes 

The key ingredient of a GCM intercomparison concerns 
climate feedback processes that within a global-mean con- 
text are contained within the denominator terms of (2). 
However, as has been emphasized, these depend not only 
upon the model, but also upon the model's control climate. 
Moreover, if climate feedback processes are to be isolated 
from a model's total climatic response (forcing plus feed- 
back), then the initial CO2 forcing must be determined. 

In view of this, it would be useful if future GCM simula- 
tions were designed with the following goals in mind: (1) to 
explicitly determine the initial CO2 radiative forcing, not 
only for the surface-troposphere system, but also for the 

This	
  wasn’t	
  necessarily	
  true..	
  
Raised	
  more	
  ques(ons	
  than	
  
answers.	
  
	
  
We	
  found	
  that	
  models	
  with	
  
fixed	
  clouds	
  had	
  a	
  lower	
  
sensi(vity	
  
	
  
Suggested	
  doing	
  a	
  CO2	
  
forcing	
  experiment	
  
	
  



Raising	
  the	
  surface	
  temperature	
  	
  

•  We	
  did	
  a	
  2xCO2	
  experiment	
  with	
  a	
  radia(ve	
  
convec(ve	
  model	
  that	
  produced	
  a	
  ΔTs=1.7°	
  

•  The	
  surface	
  temperature	
  response	
  could	
  act	
  
as	
  a	
  surrogate	
  simula(on	
  

•  Based	
  on	
  this	
  an	
  other	
  arguments	
  we	
  
proposed	
  and	
  experiment	
  ±2°	
  	
  SST	
  
perturba(on	
  –limited	
  to	
  60°N-­‐60°S	
  perpetual	
  
July	
  



Efficient	
  way	
  to	
  look	
  at	
  model	
  
feedback	
  processes	
  

•  Proposed	
  the	
  
experiment	
  to	
  the	
  
major	
  modeling	
  
groups..	
  First	
  (me	
  to	
  
agree	
  on	
  a	
  similar	
  
numerical	
  experiment.	
  	
  
–  Un(l	
  this	
  (me	
  

protec(ve	
  of	
  results	
  

showed that climate feedback caused by 
changes in snow and ice coverage was sup- 
pressed through use of a fixed sea ice con- 
straint and because the perpetual July simu- 
lations produced little snow cover in the 
Northern Hemisphere. For this reason we 
adopted global averages rather than the 600S 
to 60'N averages used in an earlier study 
(2). 

Several of the 14 GCMs used in the 
intercomparison (designated by acronyms in 
Table 1) have common origins. The GFDL 
II model, relative to GFDL I, includes a 
parameterization for cloud albedo as a finc- 
tion of cloud water content. The CCMO and 
CCM1 are the standard versions (0 and 1) 
of the NCAR CCM, with version 1 contain- 
ing a revised radiation code. The CCM/ 
LLNL GCM is CCM1 with a further solar 
radiation code revision and the incorpo- 
ration of cloud albedos as a fimction of 
cloud water content. The OSU/IAP and 
OSU/LLNL GCMs are two-level models 
that contain modifications to the standard 
Oregon State University GCM. Both the 
numerical technique and the convective ad- 
justment parameterization were revised in 
the OSU/JAP model, whereas the solar radi- 
ation code was revised in the OSU/LLNL 
GCM. The ECMWF GCM, relative to 
ECMWF/UH, has a revised radiation code 
and a smaller (factor of 2) horizontal reso- 
lution. 

All of the models treat two cloud types: 
stratiform (large-scale) and convective 
clouds. Except in the ECMWF and 
ECMWF/UH models, stratiform clouds are 
formed in a vertical atmospheric layer when 
the relative humidity exceeds a prescribed 
threshold value, which varies among models 
for 90 to 100%. The models then either 
prescribe the cloud cover in their respective 
grid areas, which vary in size from 2.80 by 

Table 2. Summary of climate sensitivity parame- 
ters for the perpetual July simulations; X, is the 
clear-sky sensitivity parameter. 

I 
x, Model (K m2 W-1) (K m2W1) W /- C 

CCC 0.39 0.42 0.93 
ECMWF 0.40 0.57 0.70 
GFDL II 0.45 0.46 0.98 
CSU 0.50 0.46 1.09 
OSU/LLNL 0.52 0.48 1.08 
MRM 0.60 0.47 1.28 
GFDL I 0.60 0.48 1.25 
UKMO 0.61 0.53 1.15 
CCM1 0.70 0.43 1.63 
CCM/LLNL 0.76 0.49 1.55 
LMD 0.90 0.42 2.14 
OSU/IAP 0.90 0.44 2.05 
ECMWVF/UH 1.11 0.47 2.36 
CCMO 1.11 0.45 2.47 
Mean 0.68 0.47 
SD 0.24 0.04 
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2.80 to 50 by 7.5? in latitude by longitude, or 
calculate it as a function of relative humidity. 
In the ECMWF and ECMWF/UH GCMs, 
vertical velocity and lapse rate are also used 
as cloud predictors. 

The procedure for convective clouds is far 
less consistent. The CCC, the two GFDL, 
and the three CCM GCMs generate convec- 
tive clouds in the same way as they generate 
stratiform clouds. However, the fraction of 
the grid area that is covered by convective 
cloud varies from 30 to 100% among these 
models. In the remaining models a param- 
eterization is used that relates the convective 
cloud fraction to the convective precipita- 
tion rate. 

In the intercomparison of climate sensitiv- 
ity parameters, there was a nearly threefold 
variation in the global sensitivity parameter 
(Table 2), but excellent agreement in the 
clear sensitivity parameter. These clear val- 
ues are also consistent with our conventional 
interpretation of water-vapor feedback as 
discussed above. These results suggest that 
the substantial disagreements in global sen- 
sitivity can largely be attributed to differ- 
ences in cloud feedback. Understanding this 
point requires definitions of cloud feedback 
and cloud-radiative forcing. Cloud feedback 
has been discussed for roughly two decades, 
but there is considerable uncertainty as to its 
meaning; it has often been confused with 
cloud-radiative forcing, whereas it is actually 
related to a change in cloud-radiative forc- 
ing. 

Cloud-radiative forcing refers to the radi- 
ative impact of clouds on the earth's radia- 
tion budget as determined at the TOA. 
Denoting this impact as CRF, and letting 
the subscript c refer to clear-sky fluxes, then 

CRF=Fc-F+ Q-Qc (4) 

In this definition CRF is positive when 
clouds produce a warming of the surface- 
atmosphere system. Combination of Eqs. 1, 
2, 3, and 4 then yields 

X/Ac = 1 + ACRF/G (5) 

where ACRF is the change in cloud-radia- 
tive forcing as induced by the change in 
climate and Xc is the clear-sky climate sensi- 
tivity parameter (Table 2). 

Conceptually cloud feedback should be 
related to a change in cloud-radiative forc- 
ing, as illustrated in Eq. 5. In the absence of 
cloud feedback (that is, ACRF = 0), the 
global sensitivity parameter equals that for 
clear skies. In turn, a departure of X/XC from 
unity is a measure of cloud feedback, and a 
A/AC > 1 denotes a positive feedback. Cloud- 
radiative forcing for Earth's present climate 
is a measurable quantity; the Earth Radia- 
tion Budget Experiment (ERBE) is current- 
ly producing this information (10). 

1.2 

,' am 

0. 8 
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Fig. 1. The global sensitivity parameter X plotted 
against the cloud feedback parameter ACRFIG for 
the 14 GCM simulations. The solid line repre- 
sents a best-fit linear regression. 

Equation 5 provides a convenient means 
of understanding why cloud feedback is the 
primary cause of the intermodel variations 
in global climate sensitivity. A scatter plot of 
X versus the cloud feedback parameter 
ACRF/G for the 14 GCMs (Fig. 1) clearly 
shows that the intermodel differences in 
global climate sensitivity are dominated by 
their corresponding differences in ACRF/G: 
the points scatter about a regression line that 
is consistent with Eq. 5. The scatter results 
from the relatively minor intermodel differ- 
ences in the clear sensitivity parameter. This 
analysis thus supports the suggestion that 
cloud-climate feedback is a significant cause 
of intermodel differences in climate change 
projections. 

The GFDL I and II models provide a 
direct means of appraising a specific cloud 
feedback component attributed to cloud op- 
tical properties. In GFDL II the cloud albe- 
dos are dependent on cloud water content, 
whereas in GFDL I these albedos are pre- 
scribed. Because cloud water content 
should, on average, increase as the climate 
warms, producing a related increase in cloud 
albedos, GFDL II should have, relative to 
GFDL I, a negative cloud feedback compo- 
nent (12). The global sensitivity parameter 
for GFDL II is 25% less than that for 
GFDL I (Table 2), consistent with this 
expectation. 

A similarly straightforward argument 
does not, however, apply to the CCM1 
versus CCM/LLNL models, for which the 
latter also incorporates cloud albedos that 
are dependent on cloud water content. An 
inspection of the output of these two GCMs 
shows, like the GFDL comparison, that 
CCM/LLNL contains, relative to CCM1, a 
negative solar cloud feedback component. 
But unlike the case for GFDL I and II, this 
negative feedback is compensated for by a 
positive cloud-amount feedback. The net 
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Rather	
  than	
  introduce	
  a	
  forcing	
  to	
  the	
  
models	
  and	
  let	
  the	
  models	
  	
  respond,	
  we	
  
prescribe	
  the	
  change	
  and	
  let	
  the	
  models	
  
produce	
  their	
  forcing.	
  	
  

Global	
  sensi(vity	
  parameter	
  

Cloud	
  feedback	
  
parameter	
  



Bob	
  Cess	
  gave	
  a	
  presenta(on	
  a	
  few	
  years	
  ago	
  with	
  this	
  summary	
  	
  plot	
  



We	
  named	
  the	
  project	
  FANGIO	
  

•  Feedback	
  Analysis	
  of	
  GCMS	
  and	
  In	
  
Observa(ons	
  –	
  in	
  honor	
  of	
  the	
  great	
  Italian	
  
race	
  car	
  driver	
  



Transi(on	
  to	
  a	
  different	
  way	
  of	
  thinking	
  

•  FANGIO	
  and	
  other	
  projects	
  were	
  
aimed	
  at	
  understanding	
  
atmospheric	
  feedbacks	
  	
  	
  

•  Larry	
  Gates	
  (Oregon	
  State	
  
University)	
  was	
  hired	
  by	
  LLNL	
  to	
  
organize	
  a	
  Center	
  to	
  do	
  
diagnos(cs	
  –	
  DOE	
  had	
  some	
  
money	
  to	
  get	
  it	
  started	
  –	
  PCMDI*	
  
was	
  born	
  

•  Model	
  neutral	
  –	
  s(ll	
  maintained	
  

•  Hired	
  staff	
  

*Program	
  for	
  Climate	
  Model	
  
Diagnosis	
  and	
  Intercomparison	
  
(PCMDI)	
  –	
  would	
  have	
  been	
  
“Center”	
  for…	
  but	
  DOE	
  couldn’t	
  
approve	
  a	
  center	
  
Several	
  moves	
  to	
  take	
  the	
  
program	
  to	
  the	
  Berkeley	
  Lab	
  -­‐	
  
but	
  

Committee members 

•  W. Lawrence Gates Co‐chair 

•  Yale Mintz  Co‐chair 



How	
  to	
  go	
  about	
  comparing	
  model?	
  

•  First	
  we	
  thought	
  we	
  should	
  import	
  the	
  
models	
  to	
  LLNL	
  to	
  do	
  experiments	
  –	
  
first	
  try	
  ECMWF	
  forecast	
  model	
  

•  Took	
  too	
  long	
  
•  Asked	
  DOE	
  to	
  furnish	
  computer	
  (me*	
  
to	
  modeling	
  groups	
  to	
  let	
  them	
  do	
  a	
  
similar	
  “experiment”	
  –	
  just	
  simulate	
  a	
  
decade	
  using	
  prescribed	
  SSTs	
  
–  Took	
  on	
  interna(onal	
  flavor	
  –	
  Working	
  
group	
  on	
  Numerical	
  Experimenta(on	
  
(WGNE)	
  

*	
  Large	
  computer	
  systems	
  available	
  from	
  the	
  Na(onal	
  Magne(c	
  Fusion	
  Computer	
  Center	
  



Atmospheric	
  Model	
  Intercomparison	
  
Project	
  (AMIP)	
  

– All	
  kinds	
  of	
  issues	
  about	
  data	
  –	
  
formats,	
  structure,	
  media	
  –	
  	
  

– Tried	
  an	
  AMIP	
  II	
  –	
  just	
  more	
  of	
  
the	
  same	
  

– Slowly	
  the	
  emphasis	
  became	
  
more	
  on	
  model	
  differences..	
  
Rush	
  to	
  make	
  models	
  get	
  the	
  
“socially	
  acceptable”	
  result	
  

– Later	
  the	
  oceans	
  used	
  were	
  
either	
  a	
  “slab”	
  50	
  m	
  thick	
  or	
  
prescribed	
  SSTs	
  

38 Vol. 80, No. 1, January 1999

is a minimum in the autumn in both hemispheres. The
rmse of the OLR, on the other hand, shows relatively
little seasonal or hemispheric variation and may re-

flect the tuning of the models’ cloud radiative prop-
erties. This is in contrast to the distribution of total
cloudiness, which is notably larger in the Southern

FIG. 7. As in Fig. 6 except for the (a) the outgoing longwave radiation, with observations from the NCEP database (Gruber and
Krueger 1984); (b) total cloudiness with observations from ISCCP for 1983–90 (Rossow et al. 1991).

Gates	
  et	
  al.	
  BAMS	
  1999	
  



I	
  felt	
  the	
  coupled	
  ocean	
  was	
  a	
  bit	
  soon	
  

•  So	
  many	
  things	
  about	
  the	
  atmospheric	
  models	
  
(and	
  the	
  atmosphere)	
  that	
  we	
  didn’t	
  
understand	
  

•  Was	
  it	
  too	
  early	
  to	
  start	
  coupling	
  and	
  running	
  
transient	
  experiments?	
  

•  CMIP	
  –	
  Curt	
  Covey	
  –	
  LLNL	
  



Couple	
  Model	
  Intercomnparison	
  
(CMIP)	
  

•  Met	
  in	
  1990	
  to	
  form	
  strategy	
  for	
  developing	
  
the	
  newly	
  emergent	
  global	
  coupled	
  climate	
  
models	
  (components	
  of	
  atmosphere,	
  ocean,	
  
land	
  and	
  sea	
  ice)	
  being	
  used	
  for	
  the	
  first	
  (me	
  
for	
  century	
  (mescale	
  climate	
  change	
  
simula(ons;	
  organize	
  coordinated	
  
experiments,	
  and	
  formulate	
  standards	
  

•  	
  Curt	
  Covey	
  kept	
  it	
  alive	
  at	
  LLNL..	
  seldom	
  get	
  
credit	
  



The	
  start	
  of	
  the	
  modern	
  era	
  of	
  mul(-­‐model	
  global	
  coupled	
  climate	
  model	
  
simula(ons	
  (IPCC	
  1992	
  update	
  to	
  the	
  First	
  Assessment	
  Report)	
  

GFDL	
  (USA),	
  MPI	
  (Germany),	
  NCAR	
  (USA),	
  UKMO	
  (UK);	
  1%	
  per	
  year	
  CO2	
  
increase	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
  



Mul(-­‐model	
  intercomparison	
  for	
  climate	
  change	
  projec(ons	
  in	
  the	
  IPCC	
  
Second	
  Assessment	
  Report	
  (SAR,	
  1995)	
  

The	
  modeling	
  groups	
  supplied	
  (me	
  series	
  of	
  globally	
  averaged	
  surface	
  
temperature	
  change	
  (from	
  1%	
  runs)	
  

CMIP	
  started	
  in	
  1995	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
  

These	
  models	
  started	
  
with	
  1990	
  ini(al	
  
condi(ons.	
  Did	
  not	
  
include	
  aerosols,	
  
chemistry,	
  volcanoes,	
  
etc.	
  



Mul(-­‐model	
  temperature	
  change	
  in	
  the	
  IPCC	
  Third	
  Assessment	
  Report	
  
(2001)	
  from	
  CMIP2	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
  



CMIP3	
  

•  Working	
  Group	
  I	
  IPCC	
  in	
  2003	
  
– Asked	
  PCMDI	
  to	
  put	
  together	
  a	
  series	
  of	
  
experiments	
  for	
  the	
  4th	
  Assessment	
  

–  	
  Restric(ons	
  
•  Data	
  and	
  simula(ons	
  must	
  be	
  standardized	
  

•  Dave	
  Bader	
  (new	
  PCMDI	
  director)	
  was	
  
primarily	
  responsible	
  for	
  implemen(ng	
  the	
  
CMIP3	
  data	
  archive	
  



Unprecedented	
  coordinated	
  climate	
  change	
  experiments	
  from	
  16	
  groups	
  (11	
  countries)	
  
and	
  23	
  models	
  collected	
  at	
  PCMDI	
  (31	
  terabytes	
  of	
  model	
  data),	
  openly	
  available,	
  accessed	
  
by	
  over	
  1200	
  scien(sts;	
  over	
  200	
  papers	
  

Commi?ed	
  warming	
  averages	
  0.1°C	
  per	
  decade	
  for	
  the	
  first	
  two	
  decades	
  of	
  the	
  21st	
  
century;	
  	
  across	
  all	
  scenarios,	
  the	
  average	
  warming	
  is	
  0.2°C	
  per	
  decade	
  for	
  that	
  (me	
  period	
  
(recent	
  observed	
  trend	
  	
  0.2°C	
  per	
  decade)	
  	
  

Ch.	
  10,	
  Fig.	
  10.4,	
  
TS-­‐32	
  

(Anomalies	
  rela(ve	
  to	
  1980-­‐99)	
  

	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
  



With	
  the	
  CMIP3	
  mul3-­‐model	
  dataset,	
  probabilis3c	
  climate	
  change	
  is	
  being	
  addressed	
  
for	
  the	
  first	
  3me	
  

(Furrer	
  et	
  al.,	
  2007	
  and	
  IPCC	
  AR4	
  2007)	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
  



CMIP�3�downloads�from�PCMDI�archive�–
demonstrates the usefulness of the data longdemonstrates�the�usefulness�of�the�data�long�

after�the�IPCC�was�completed

900

1000

WCRP CMIP3 Downloads (1/30/09)

500
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700
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ay
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G
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/
d
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0
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Daily

Downloads	
  have	
  con(nued	
  to	
  increase	
  aber	
  
the	
  IPCC	
  AR4	
  was	
  wri?en	
  

Nearly	
  1000	
  peer-­‐review	
  papers	
  using	
  the	
  data	
  	
  



CMIP5	
  First	
  Genera(on	
  Earth	
  System	
  Models	
  (climate	
  
change	
  beyond	
  mid-­‐century	
  to	
  2300):	
  

	
  

Courtesy	
  of	
  
Jerry	
  Meehl	
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To fill in the experiments outlined conceptually in Fig. 1, Figs. 2 and 3 show abbreviated 

summaries of the CMIP5 model experiments in schematic form.   The decadal prediction 

experiments are shown in Fig. 2. 

 

 
 

 

 
 

Details will be given below regarding these experiments, but by way of introduction we 

note that there are two core experiments, one a set of 10 year hindcasts or predictions 

initialized from climate states in the years 1960, 1965, 1970, and every five years to 

2005, with this last simulation representing the sole actual prediction beyond the present 

(i.e., beyond 2009).  In these 10-year simulations, it will be possible to assess model skill 

in forecasting climate change on time-scales when the initial climate state may exert 

some influence.  The other core experiment extends the 10-year simulations initialized in 

1960, 1980, and 2005 by an additional 20 years.  It is at this somewhat longer timescale 

that the external forcing from increasing GHGs should become more important.  It is 

desired that at least three ensemble members be performed for each of the core 

experiments, with extension to at least 10 members as a tier 1 experiment. 

 

The tier 1 near-term experiments also include predictions with 1) additional initial states 

in the 2000’s when ocean data in particular is of better quality, 2) volcanic eruptions 

additional predictions 

Initialized in 
‘01, ’02, ’03  … ’09

prediction with 

2010 Pinatubo-
like eruption

alternative 

initialization 
strategies

AMIP

30-year hindcast and 

prediction ensembles: 
initialized 1960, 1980 & 

2005 

10-year hindcast & 

prediction ensembles:
initialized 1960, 1965, …, 

2005

Figure 2. Schematic summary of CMIP5 decadal prediction experiments.  

CMIP5	
  Decadal	
  simula(ons	
  

	
  

Courtesy	
  Karl	
  Taylor	
  



New	
  Ways	
  to	
  get	
  the	
  data	
  to	
  the	
  
scien(fic	
  community 	
  	
  

•  AMIP	
  –	
  painful	
  transport	
  –	
  luckily	
  the	
  
volume	
  was	
  low	
  10’s	
  of	
  megabytes	
  

•  CMIP3	
  –	
  more	
  painful	
  –	
  more	
  volume	
  
20-­‐30TB	
  
–  Kept	
  at	
  a	
  central	
  loca(on	
  
–  “sneaker	
  net”	
  	
  

•  CMIP5	
  –	
  required	
  a	
  new	
  way	
  to	
  
distribute	
  data	
  2-­‐3	
  PB	
  
–  Earth	
  System	
  Grid	
  –	
  led	
  by	
  Dean	
  
Williams	
  (LLNL,	
  PCMDI)	
  



Measure	
  of	
  how	
  “good”	
  the	
  models	
  are..	
  

PCMDI 

Taylor diagram for CMIP3 annual cycle global 
climatology (1980-1999) 

• Variable dependent skill 

• Multi-model mean 
 “superiority” 

PCMDI 

Annual cycle of global fields:  Assessment of the relative 

skill (S) of individual CMIP3 models. 

E
vm

 = RMS error in 

simulating the spatial 
pattern of the 

climatological annual 

cycle of variable v by 
model m 

where           is the 

median of the individual 
error measures, E

vm 

Gleckler, et al., J. Geophys.Res., 2008 
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Latent heat flux at surface 

Sensible heat flux at surface 

Surface temperature 

Reflected SW radiation (clear sky) 

Reflected SW radiation 

Outgoing LW radiation (clear sky) 

Outgoing LW radiation 

Total cloud cover 

Precipitation 

Total column water vapor 

Sea-level pressure 

Meridional wind stress 

Zonal wind stress 

Meridional wind at surface 

Zonal wind at surface 

Specific humidity at 400 mb 

Specific humidity at 850 mb 

Meridional wind at 200 mb 

Zonal wind at 200 mb 

Temperature at 200 mb 

Geopotential height at 500 mb 

Meridional wind at 850 mb 

Zonal wind at 850 mb 

Temperature at 850 mb   

bad 

good 

From	
  Peter	
  Gleckler,	
  PCMDI	
  

Taylor	
  Diagram	
  –	
  from	
  Karl	
  Taylor	
  

Mike	
  Fiorino	
  	
  	
  

graphically	
  summarizing	
  
how	
  closely	
  a	
  pa?ern	
  (or	
  a	
  
set	
  of	
  pa?erns)	
  matches	
  
observa(ons	
  	
  
	
  



Analysis	
  sobware	
  always	
  an	
  issue 	
  	
  

•  Everybody	
  wants	
  to	
  use	
  familiar	
  tools	
  
•  New	
  tools:	
  run	
  on	
  a	
  laptop	
  



Interes(ng	
  study	
  on	
  the	
  sociology	
  of	
  
model	
  intercomparison	
  

“The	
  dynamics	
  of	
  coordinated	
  comparisons:	
  How	
  
simula3onists	
  in	
  astrophysics,	
  oceanography	
  and	
  

meteorology	
  create	
  standards	
  for	
  results”	
  
Mikaela	
  Sundberg	
  

Social	
  Studies	
  of	
  Science	
  2011	
  41:	
  107	
  originally	
  
published	
  online	
  18	
  November	
  2010	
  DOI:	
  

10.1177/0306312710385743	
  	
  
The	
  online	
  version	
  of	
  this	
  ar(cle	
  can	
  be	
  found	
  at:	
  	
  

h?p://sss.sagepub.com/content/41/1/107	
  	
  
	
  



Summary	
  –	
  model	
  intercomparison	
  

•  Humble	
  beginnings	
  
•  Rapidly	
  grew	
  –	
  peer	
  pressure	
  was	
  a	
  factor	
  
•  Coupled	
  simula(on	
  became	
  fashionable	
  
•  Huge	
  impact	
  on	
  the	
  climate	
  modeling/analysis	
  
community	
  

•  Next	
  stage	
  
– May	
  be	
  too	
  complicated	
  
–  If	
  successful,	
  will	
  lead	
  to	
  many	
  years	
  of	
  analysis	
  
– Or	
  may	
  be	
  a	
  yawner	
  	
  
–  Time	
  will	
  tell	
  


